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An operational oil spill modelling systemdeveloped for the SW Iberia Coast is used to investigate the relative im-
portance of the different components and technologies integrating an oil spillmonitoring and response structure.
A backtrack of a CleanSeaNet oil detection in the region is used to demonstrate the concept. Taking advantage of
regional operational products available, the system provides the necessary resolution to go from regional to
coastal scales using a downscalling approach, while a multi-grid methodology allows the based oil spill model
to span acrossmodel domains taking full advantage of the increasing resolution between themodel grids. An ex-
tensive validation procedure using a multiplicity of sensors, with good spatial and temporal coverage,
strengthens the operational system ability to accurately solve coastal scale processes. The model is validated
using available trajectories from satellite-tracked drifters. Finally, a methodology is proposed to identifying po-
tential origins for the CleanSeaNet oil detection, by combiningmodel backtrack results with ship trajectories sup-
plied by AIS was developed, including the error estimations found in the backtrack validation.
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1. Introduction

Operational Ocean modelling has witnessed a very rapid evolution
in recent years. Large scale models covering the major ocean basins
have improved their resolution and a new layer of high resolution re-
gional and coastal operational models is now arising, based on those
largermodels. This evolution is mainly due to improvements in numer-
ical methods and computer performance, motivated by the need of
accurate forecasts for research, to support economic activities and for
safety and security. The applications of such high-resolution operational
models in the field of oil spill pollution are obvious, helping in preven-
tion and during contention, clean-up and recovery phases (e.g. Sotillo
et al., 2008; Broström et al., 2011; Janeiro et al., 2014).

Several research studies have focused on thewestern Iberian ocean-
ography (e.g. Oliveira et al., 2004; Peliz et al., 2005; Relvas et al., 2007;
Santos et al., 2011; Pires et al., 2013).With an overall circulation related
to all other Eastern Boundary Current System (e.g. Benguela, Humbolt
and California), here, the discontinuity imposed by the Mediterranean
Sea, togetherwith the seasonality of the large scale atmospheric circula-
tion have a profound impact on the regional oceanography. However, as
shown by Álvarez-Salgado et al. (2003), time scales of a few tens of days
explain more than 70% of the variability of the coastal alongshore wind
stress, a major factor governing the regional coastal circulation. Relvas
et al. (2007) presented an extensive review on the physical oceanogra-
phy of the western Iberia system and characterize the main mesoscale
features described for the region. They include a succession of
mesoscale structures such as jets, meanders, ubiquitous eddies, upwell-
ing filaments and countercurrents, superimposed on the more stable
variations at seasonal timescales as suggested by several authors (e.g.
Haynes et al., 1993; Peliz et al., 2002, 2005; Serra and Ambar, 2002;
Torres et al., 2003; Relvas and Barton, 2005). Focusing on the southwest
coast of the Iberia Peninsula including the south coast and the northern
Gulf of Cadiz (Fig. 1), this mesoscale variability is of paramount impor-
tance to human coastal activities occurring along a 450 km coastline.
Among the activities, the maritime corridor passing between land and
the Gorringe Ridge seamount, the Northwest area offshore of the Cape
São Vicente, which concentrates shipping routes from the Mediterra-
nean Sea and Southern Hemisphere to Northern Europe, is of special
concern due to its high traffic of oil tankers (Janeiro et al., 2012).
Based on Automated Identification System (AIS) data, Silveira et al.
(2013) characterized the vessels traffic and studied the collision risk
inside the Traffic Separation Schemes implemented off the coast of
Portugal. From the methodology proposed in the study, and based on
one month of AIS data, Silveira et al. (2013) estimated a total of 1766
collision candidates in the entire Portuguese coast. From this total, 355
collision candidates are tankers (Silveira et al., 2013). Based on
36 years of maritime casualties data (between 1971 and 2007),
Gouveia et al. (2010) concluded that oil pollution in Portuguese coastal
and maritime areas is significant, identifying over 2000 accidents. It is
the authors' opinion that this value is underestimated. The lack of
surveillance during the timespan of the study could have potentially
encouraged illegal discharges that would lead to a significant increase
in this number.
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Fig. 1.Geographic grid limits for the two levels comprising SOMA: Level 1 (solid line), Level 2 (dashed line). Distribution of the stations included in SOMA's validation procedure along the
SW Iberian coast depicting the instrument type considered.
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The local economy is closely linked to the sea, depending mainly
from both tourism and fisheries (Janeiro et al., 2012). Environmentally
it encompasses several important natural parks, being the most impor-
tant ones the Ria Formosa Natural Park and the Natural Park of the
Sudoeste Algarvio and Costa Vicentina. With a combined area of
92,500 ha and 160 km of coastline, both possess a large biodiversity, a
diversity of important natural habitats and act as nursery grounds for
several marine species (Bebiano, 1995). So far, the oil spill hazard in
the coast of the Algarve has been restricted to maritime transportation.
However, eight concessions for offshore oil exploration have been cre-
ate into the limits of the Algarve coast (DGEG, 2014). These concessions
can add an additional oil spill risk for the region in the near future if ex-
plorations start.

Since 2007, the EUMember States saw their oil spill surveillance ca-
pability amplified with the creation of the European Maritime Safety
Agency CleanSeaNet program, which aims at identifying possible ma-
rine oil spills through satellite remote sensing. Since the end of 2015,
the European Space Agency satellite SENTINEL-1 is responsible to pro-
vide this service (EMSA, 2014). The alerts are available within 30 min
of the satellite acquiring the image. The national authority then decides
how to respond to the alert from CleanSeaNet (EMSA, 2014). The com-
bination of CleaSeaNet oil spill detections and vessel information from
SafeSeaNet through AISwith backtrackingmodels fromnational and re-
gional centres is considered a valuable service to help detection and
identification of pollution sources (EMSA, 2014). In fact, tight legislation
towards the use of AIS, making it compulsory, and the expansion of the
current AIS coveragewith the use of satellites, has been an international
effort towards increasing the security and safety of maritime
transportation.

In this context, an operational response and monitoring modelling
system, with the ability to supply sea state and oil spills trajectory fore-
casts for the Algarve coast is presented in this paper. The goal of this re-
search is to investigate how efficient model downscaling methods can
be on backtracking CleanSeaNet oil detections in the marine environ-
ment, identifying their possible origins by combining model backtrack
results with ships trajectory supplied by AIS. The article is structured
as follows: (1) the operational system and downscaling methodology
will be described followed by the validation results, obtained against
in-situ measurements from several type of sensors; (2) the Lagrangian
validation of the system and its capability to backtrack an oil spill was
tested in a real event; finally (3) themain results are discussed and con-
clusions drawn regarding the model implementation and ability to re-
spond to oil pollution emergencies in the region.

2. Operational model

The operational system proposed, hereby SOMA (Algarve Opera-
tionalModelling andMonitoring System), encompasses a hydrodynam-
icmodel and anoil spillmodel. The system is based on theMOHIDwater
modelling system (Martins et al., 2001; Balseiro et al., 2003; Leitão et al.,
2005) due to its architecture, which allows the use of several modules
(e.g. Hydrodynamic, Water Properties, Oil Properties), communicating
in real time during a simulation making it a suitable and robust tool
for this kind of downscaling methodologies (Janeiro et al., 2014). It en-
compasses two grid levels of increasing resolution (Fig. 1) built using
bathymetric data retrieved from the European Marine Observation
and Data Network (EMODNET - http://www.emodnet.eu). Level 1
(Fig. 1) is a three-dimensionalmodel, with a constant horizontal resolu-
tion of 3 km, 11 sigma layers in the first 20 m depth and a resolution of
75 cm at the surface layer. From the 20 m to the bottom 35 unevenly
spaced Z coordinate levels vertically discretize the model. This hybrid
type of vertical discretization is possible due toMOHID's generic vertical
coordinate approach. A time discretization of 30 s is used with this
mesh. At the boundary, a Blumberg and Kantha (1985) condition is ap-
plied to thewater level and a Flow Relaxation Scheme (FRS) (Martinsen
and Engedahl, 1987) is used for velocity, salinity and temperature. This
allows a smooth forcing of the model and a weighting of internal and
external solution to prevent an overshoot of the dynamic equilibrium.
In the outer grid cells a sponge layer was applied to attenuate reflected
spurious baroclinic flow oscillations.

Level 2 (Fig. 1) is a three-dimensional model with a regular 1 km
spatial resolution grid covering the Algarve coast. It has the same verti-
cal resolution of Level 1 and a time discretization of 15 s. The communi-
cation between Levels 1 and 2 is made using FRS to relax the zonal and
meridional horizontal velocity components, through an eight cells band
adjacent to the lateral boundary. The use of these boundary conditions

http://www.emodnet.eu


Fig. 2. SST validation results for day 01/092013. Respectively, from top to bottom:METOP-
A satellite image, SOMA Level 1 and difference between model and observations.
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is consistent with the conclusions of Blayo and Debreu (2005) that con-
sidered relaxation methods to be suitable boundary conditions, giving
reliable results in actual applications. Turbulent diffusion coefficients
are computed in MOHID using its embedded version of the General
Ocean Turbulence Model (GOTM) (Buchard et al., 1999; Umlaut and
Burchard, 2005). The mixing-length scale parameterization proposed
by Canuto et al. (2001) is used. Boundary conditions for temperature,
salinity, tide and current velocities are supplied by the Portuguese
Coast Operational Modelling System (PCOMS) (Campuzano et al.,
2014; Mateus et al., 2012; Ascione Kenov et al., 2014). Atmospheric
forcing conditions are supplied by the regional weather forecasting
system SKIRON, developed for operational use at the Helenic National
Meteorological Service (Kallos, 1997; Papadopoulos et al., 2001). It pro-
vides hourly data ofwind velocity components, air temperature, specific
humidity, total cloud cover, sea level pressure, total precipitation, up-
ward and downward long wave flux, evaporation, latent heat flux and
sensible heat flux at a resolution of 5 km. SKIRON results are used in
the operational system as atmospheric forcing fields for the hydrody-
namic models.

2.1. Hydrodynamic model validation

SOMA hydrodynamic validation was accomplished using several
data sources from different data providers. The validation dataset in-
cluded data from tide gauges, moored buoys, vertical profiles (CTD,
XBT, ARGOS), ADCP, HF Radars and remote sensing, spanning several
years (2009–2014). To evaluate the model performance absolute and
relative error metrics were considered, as suggested by O'Donncha et
al. (2015). The Root Mean Square Deviation error (RMSD), mean BIAS
and Willmott (1981) Model Skill Score (MSS) where applied:

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1 x model−xobsð Þ2
n

s
ð1Þ

BIAS ¼ ∑n
i¼1 xobs−x modelð Þ

n
ð2Þ

MSS ¼ 1−
∑n

i¼1 x model−xobsð Þ2
∑n

i¼1 x model−xobsj j þ xobs−xobsj jð Þ2
ð3Þ

xmodel, xobs are themodel predicted andobserved values respectively,
whilexobs is themean of the observed values.While the RMSDandmean
BIAS are dimensional variables providing an absolute measurement of
the error between the datasets, the MSS is non-dimensional, providing
a deeper insight into the predictive abilities by overcoming the sensitiv-
ity of the correlation statistics to differences in the predicted mean and
variances (O'Donncha et al., 2015). MSS varies between 0 (total dis-
agreement between model and observations) and 1 (total agreement
between model and observations).

Sea Surface Temperature (SST) was validated using remote sensing
data from both MODIS Aqua and METOP-A satellites. MODIS dataset,
consisting of 470 MODIS binned 4 km images, was retrieved from
NASA's Ocean colour webpage (NASA, 2014). METOP-A dataset com-
prised approximately 7800 dailyworld SST imageswith 1 kmresolution
andwas retrieved fromOSI SAF webpage (OSI SAF, 2013) for the period
of interest. Based on the flagging methodology only images with “good
data” where considered. SOMA SST was then validated for a five days'
period (30/08–04/09/2013) which encompassed a relaxation of the up-
welling favorable winds and the establishment of a warm countercur-
rent, progressing, in the inner shelf, from the Gulf of Cádiz to Cape São
Vicente where it turned poleward. This circulation pattern has been de-
scribed by several authors (Relvas and Barton, 2005; García-Lafuente et
al., 2006; Teles-Machado et al., 2007) being considered a distinctive fea-
ture of the Western Iberia inner shelf circulation. By using a combina-
tion of images from both METOP-A and MODIS satellites a total of 21
good quality SST images covered the event providing a useful high-
resolution spatial and temporal dataset for validation. For each satellite
image, the difference between model and satellite was computed and
results were quantitatively accessed through RMSD error and correla-
tion coefficient (R) estimated for each available date by means of a lin-
ear regression. This evaluation was done for both grid levels of SOMA.
Fig. 2 depicted the comparison obtained between SOMA Level 1 and a
METOP-A image for day 01/09/2013. Higher differences in SST between
model and observations occur in regions were colder upwelled waters
are present (between 1 and 2 °C). Differences in SST are also visible in
the region of the Gulf of Cádiz although to a lower extend. The statistical
evaluation of this comparison provided values of−0.26 °C, 1.08 °C and
0.827 for, respectively, the mean BIAS, RMSD error and R.

Due to the number and quality of available satellite images, this
countercurrent event was also analyzed in what regards SOMA's ability
to reproduce its temporal evolution in each level of the operational sys-
tem. This was achieved by computing both RMSD and R between satel-
lite images andmodel results throughout the event. Fig. 3 illustrates the
results obtained. Results show a good ability from SOMA to reproduce
the evolution of the countercurrent event. Level 1, although presenting
lower RMSD errors and higher R values in the first days of the event
when comparingwith Level 2, shows an increase in error, with resulting
decrease in correlation, as the event evolves in time.



Fig. 3. Temporal evolution of the RMSD error and R between model results and satellite
observations for the countercurrent event. Results from SOMA Level 2 are shown in red,
results for Level 1 are shown in black.

Fig. 4. Validation of SOMA surface properties (temperature, salinity, water elevation, velocity
region. The respective error estimations are provided on top of each plot by means of the RMS
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Observations fromfivemoored stationswhereused tovalidate thehy-
drodynamic model: two tidal gauges in Lagos and Huelva (stations MS 2
andMS 4); twowave buoys: off the coast of Sines a DatawellMK2 (MS 1)
and off the coast of Faro aDatawellMK3 (MS 3); amulti-parameter ocean
buoy SeaWatch Directional Ocean-Met in the Gulf of Cádiz (MS 5). These
datasets were provided by the Portuguese Instituto Hidrográfico (wave
buoys from Sines and Faro and Lagos tidal gauge) and from the Coriolis
project and programmes contributing to it (http://www.coriolis.eu.org).
The distribution of the sensors in the model domain is presented in
Fig. 1. Due to data availability two different periods were considered in
our analysis. The tidal observations from MS 2 and MS 4 tide stations
were compared with model results for a twenty-day long period in May
2012, while the validation using MS 1, MS 3 and MS 5 stations was
done, for the same amount of days, in October 2013. Stations MS 1 and
3, were subject to a post-processing step due to the high frequency of
data available (every 10 min). In this post-processing both time series
were filtered to eliminate frequencies above tide by means of a Cosine-
Lanczos low-pass filter with half power point at 6 h spanning 50 h. The
results obtained for the time series analysis are summarized Fig. 4.

Considering the MSS obtained for the time series comparisons, a
good level of agreement between observations and model predictions
was accomplished. Tide validation was successfully achieved with
RMSD errors of 13 cm (MS 2) and 10 cm (MS 4) and MSS of 0.99 for
both stations. Surface temperature was validated in three moored sta-
tions covering both south and southwest coasts. Results show a distinc-
tion in the models ability to reproduce the surface temperature
evolution between both coasts. A RMSD error of 0.98 °C was found for
station MS 1, contrasting with the 0.5 °C and 0.36 °C for station MS 3
andMS 5, while MSS varied from 0.63 (station MS 1) and 0.96 (stations
MS 3 and MS 5). Salinity at station MS 5 with a RMSD error of 0.21 was
the property presenting the lowest MSS value (0.31). SOMA's ability to
reproduce vertical variations in temperature, salinity, and density was
evaluated by using profiles available for the study area. Profiles from
ARGO buoys, expendable bathythermographs (XBT's) and CTD where
employed. Due to data availability and to ensure a good geographical
coverage on both model levels', the data spanned between the years
modulus and velocity direction) using time series from moored stations available in the
D error, mean BIAS and MSS.

http://www.coriolis.eu.org
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of 2011, 2012 and 2013. In Fig. 1 the spatial distribution of the stations
used is indicated. ARGOandXBT profileswere collected andmade freely
available by the Coriolis project for 2013 and 2011 respectively. Profile
Fig. 5. SOMA validation of temperature and salinity through vertical profi
depths ranged the 1000m in each station. CTDprofiles andwere carried
out during September 2012 in the scope of the EU programme
Eurofleets using a SeaBird SBE 911plus CTD. Fig. 5 illustrates the
les at three stations. From top to bottom: XBT 1; ARGO 5 and CTD 1.



Table 1
Estimated errors andMSS for thevalidation of SOMA's vertical distribution of temperature,
salinity and density.

Station Property RMSD Bias MSS

ARGO 1 Temperature 0.63 °C −0.35 °C 0.99
Salinity 0.17 −0.04 0.99

ARGO 2 Temperature 0.72 °C 0.17 °C 0.99
Salinity 0.25 0.03 0.99

ARGO 3 Temperature 0.61 °C 0.1 °C 0.99
Salinity 0.24 0.02 0.99

ARGO 4 Temperature 1.21 °C 0.02 °C 1.00
Salinity 0.38 −0.05 0.98

ARGO 5 Temperature 0.53 °C −0.26 °C 0.98
Salinity 0.15 −0.04 0.98

ARGO 6 Temperature 0.62 °C −0.34 °C 0.97
Salinity 0.17 −0.06 0.95

XBT 1 Temperature 1.06 °C −0.24 °C 0.99
XBT 2 Temperature 0.95 °C 0.17 °C 0.99
XBT 3 Temperature 0.90 °C 0.57 °C 0.94
XBT 4 Temperature 1.61 °C 1.01 °C 0.95
XBT 5 Temperature 0.57 °C −0.10 °C 0.99
CTD 1 Temperature 0.64 °C 0.17 °C 1.00

Salinity 0.08 −0.005 1.00
Density 0.18 kg/m3 0.04 kg/m3 1.00

CTD 2 Temperature 0.64 °C 0.23 °C 0.99
Salinity 0.14 0.04 0.96
Density 0.15 kg/m3 0.02 kg/m3 0.99
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validation results obtained for some vertical profiles along the south and
southwest coasts. Estimated errors betweenmodel results and observa-
tions are summarized in Table 1 for all profiles considered in this study.

A good agreement between model results and vertical profiles was
achieve throughout the model domain and in both grid levels, with
MSS values very close to 1 (perfect agreement). Results highlight the
suitability of the vertical domain implemented. SOMA's current veloci-
ties were validated in depth (ADCP), at the surface (HF Radar) and as
a time series at station MS 5. An ADCP transect carried out during Sep-
tember 2012 in the scope of the EU programme Eurofleets using a hull
mounted RDI OS 75 kHz ADCP was used to validate the model current
velocity in depth, with results presented in Fig. 6. The ADCP data was
pre-processed using the CODAS (Common Ocean Data Access System)
processing software (http://currents.soest.hawaii.edu/docs/doc/). Two
ADCP depths (35 and 105 m) were chosen for the comparison, with
model results being interpolated for the time of the ADCP transect and
each of the depths considered. The RMSD error and MSS were used to
quantitatively access the results.

Results achieved reveal SOMA's good ability to reproduce the
currents observed at the considered depths. For both current velocity
Fig. 6.Model validation against an ADCP transect obtained during the EU programme Euroflee
validate SOMA results (black arrows) interpolated for the time and depth of the ADCP transec
and direction, errors found at 35 m depth (RMSD of 0.08 m/s and
74.3°) presenting MSS values of 0.97 for the current velocity and 0.49
for the direction. At 105 m depth results found for the MSS where
0.81 (current velocity) and 0.93 (current direction) with RMSD errors
of 0.06 m/s and 115°. Surface currents were validated using High-Fre-
quency Radar (HFR) technology provided by the Portuguese Instituto
Hidrográfico (IH) and the Spanish Puertos del Estado which, since
2013, are implementing a joined network of HFR Codar SeaSonde an-
tennas to monitor sea surface currents and waves in the Gibraltar Strait
and at the boundary area between Spain and Portugal (Mazagon and
Monte Gordo). This HFR network provides hourly datawith amaximum
range of 75 km and a resolution of 1.3 km. On month (October 2014) of
hourly HFR observations were used to validate SOMA surface currents.
From available dataset, few observations provided enough spatial
coverage for a meaningful statistical comparison with model results,
thus in Fig. 7 a snapshot for the 04/10/2014 illustrates the comparisons
between HFR and both SOMA levels. For this date, results for Level 1
(top panel) showa good agreement between the SOMA surface currents
andHFR observations particularly near the eastern coast. Quantitatively,
results were evaluated by mean of the RMSD error and MSS for the
meridional and zonal velocity components. In Level 1, RMSD errors of
0.12 m/s and 0.10 m/s were found, respectively, for the zonal and
meridional components of the velocity, with MSS being 0.97 and 0.70.
Results obtained for Level 2 (bottom panel) are in close agreement
withwhatwas found for Level 1, butwith an increase in the surface cur-
rent velocity in the east coast. This increase in velocity,mainly explained
due to differences in bathymetry resolution, slightly improves the com-
parison with observations. In this level, MSS values of 0.99 and 0.66
were found for the zonal and meridional velocity component with
RMSD error being 0.11 m/s for both components.

Finally, a twenty-day surface current velocity and direction time se-
ries recorded at stationMS 5was also used in SOMA hydrodynamic val-
idation, with results presented in Fig. 4. For this time period a good
comparison was achieved between model and observations, with
RMSD errors of 0.12 m/s and 82.7° and MSS values of 0.98 and 0.91
for, respectively, current velocity and direction.
3. Backtracking CleanSeaNet detection

3.1. Lagrangian model validation

To simulate the oil spill trajectories and weathering processes, the
multi-mesh Lagrangian model (Fernandes et al., 2013) implemented
in MOHID is used together with its oil weathering model (Janeiro et
ts. ADCP velocity (red arrows) was computed for the 35 m and 105 m depth and used to
t.

http://currents.soest.hawaii.edu/docs/doc


Fig. 7.Validation ofmodel surface currents, for both Level 1 (top panel) and Level 2 (bottompanel), against HFR observations in the South Iberian coast. HFR observations (A) are compared
with model results interpolated to the HFR grid (B) with the RMSD error for the comparison being represented in C. The location of the HFR antennas is represented as a red rectangle.
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al., 2008). Here, the spatial evolution of the particles is computed
integrating the definition of velocity:

dxi
dt

¼ Ui xi; tð Þ ð4Þ

where

Ui ¼ u1i þ u2i þ u3i þ u4i þ u5i ð5Þ

u1i is the hydrodynamic velocity. MOHID multi-mesh approach en-
sures that the Lagrangian model uses, from the available model levels,
the best hydrodynamics to force the Lagrangian tracers. MOHID integra-
tive architecture allows that both hydrodynamic model and Lagrangian
model run simultaneously, sharing the same code, with further advan-
tages in the accuracy of the computed trajectories, as suggested by
Janeiro et al. (2014). u2i is the drift velocity due to thewind. u3i is the ve-
locity due to the spreading of oil (which is calculated in the oil module
and updated by themodule). u4i is the random velocity due to diffusive
transport (Allen, 1982) and finally u5i is the stokes drift (Fernandes et
al., 2013). The stokes drift will not be considered in this study. While
identified as a relevant mechanism affecting the trajectory of oil spills
(Janeiro et al., 2014), at this stage, there was no regional product imple-
mented to supply wave data to the operational system. This will change
in the near future aswork is being done to implement a dedicatedwave
model in the region based on SWAN (Simulating WAves Nearshore
model).

MOHID oil module (Fernandes, 2001; Janeiro et al., 2008) include
the physical processes of the oil (density and viscosity) and the
weathering processes (e.g. evaporation, dispersion, emulsification, dis-
solution), updating the module in each timestep. Although oil
weathering processes are included inMOHID oil module, these process-
es were not considered here, focusing this study on trajectory evolution
of oil spills. This was done due to data availability to validate the Oil
Module. Information regarding the evolution of a real oil spill is needed
and there is no data available for the study region that might be used in
this regard. Since satellite-tracked drifters were the available data for
validation, oil dispersion is the only oil weathering process suitable to
be validated using this dataset. Nonetheless, drifter data was sparse in
time and limited in number of drifters, for each time period, to allow a
proper validation of the dispersion.

Drifter buoys have been applied by several authors (e.g. Caballero et
al., 2008; Verjovkina et al., 2010; Zodiatis et al., 2012; Dominicis et al.,
2013a; Janeiro et al., 2014) to validate oil spill models, asmodel simulat-
ed drifter trajectories can be directly compared with independent drift-
er experiments (Barron et al., 2007; Thompson, 2003). In this research,
5 drifting buoys trajectories, drogued at a depth of 15 m, were used to
validate themodel. The datamakes part of the Surface Drifting Program
(SVP) and was made available by the Coriolis project, covering the peri-
od from 2011 till 2014. Model drifters were released in the location
where satellite-tracked drifterswere observed, and their separation dis-
tance is used as a direct measurement of the trajectory model skill. The
buoys positions were compared with the simulated trajectory of 200
particles during 48 h.

The number of Lagrangian particles was selected considering the
computational cost of each simulation. Although in the work of
Dominicis et al. (2013a, 2013b) a methodology is presented to deter-
mine the of range of particles that better represent oil concentrations
in oil spill simulations, this work focused on the trajectory of the spill
rather than its physical and chemical properties, thus the number of
particles is not relevant (Zodiatis et al., 2012). The total release may be
envisaged as a particle “cloud” which represents the probability of the
buoy position, being thus described as a “probability cloud”. In this ap-
proach a particle cannot be subdivided and is unable to interact with
other particles. The multi-mesh approach ensures that the high-resolu-
tion hydrodynamics (Level 2) is used whenever the particles move into
its geographical boundaries. Turbulent diffusion coefficients were ad-
justed to better represent the drifters' trajectories and oil weathering
processes were not considered in the simulations since comparison is
made with drifters. To compare the buoy trajectory with the model re-
sults (Fig. 8), the centre of mass of the particles outputted by themodel
was calculated according to the method proposed by Janeiro et al.
(2014).



Table 2
Values obtained for s index and distance model-buoy after 24 h considering the five
drifters studied and three simulation scenarios: Sim 1 – Depth of the particles equal to
depth of the drifter sock (15m); Sim 2 – particles imposed at the surface: Sim 3 – particles
imposed at the surface plus a 3% wind velocity.

Scenarios s Index/distance model-buoy (24 h)

Drifter 1 Drifter 2 Drifter 3 Drifter 4 Drifter 5

Sim 1 0.82/31 km 1.08/18 km 0.96/39 km 0.45/5 km 1.16/9 km
Sim 2 0.76/31 km 0.48/9 km 0.86/36 km 0.69/8 km 1.30/12 km
Sim 3 0.76/24 km 0.48/9 km 0.86/36 km 2.90/40 km 0.48/6 km

Fig. 8. Lagrangian model validation. Trajectories for satellite-tracked drifters (green) are
compared with the center of mass of the cloud of particles for: Sim 1 corresponds to the
release of 200 particles at 15 m depth (black), Sim 2 corresponds to the release of 200
particles at the surface (yellow), Sim 3 corresponds to the release of 200 particles at the
surface but considering 3% of the wind velocity affecting the particles (red). The figure
geographic limits match those of Level1 and Level2 region is presented with the dashed
rectangle.
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The errors between buoy and simulated trajectories were estimated
using the trajectory-based non-dimensional index proposed by Liu and
Weisberg (2011):

s ¼ ∑
N

i¼1
di=∑

N

i¼1
loi ð6Þ

di is the separation distance between modelled and observed end-
points of the trajectories at time step i after start, loiis the length of the
observed trajectory, and N is the total number of time steps. A total
agreement is reflected by an s value equal to zero. As a first approach,
a model scenario assuming the release of 200 particles at 15 m depth
(anchor depth of the drifters) was simulated (Sim 1). The trajectories
results are presented in Fig. 8 while Table 2 show the s index values ob-
tained for the simulations. With this approach four of the five drifters
show comparisonswith high s index values, the only exception isDrifter
4 (s=0.45). This fact was also reported by Janeiro et al. (2014)with the
authors suggesting several factors that might explain the discrepancies
found. Among them, the change in anchor depth due to deterioration of
the drifter's sock and the fact the velocity affecting the drifter is an inte-
gration of the current velocities from the surface to the anchor depth,
along the connecting cable, considering that velocities in depth will
have more weight than the ones at the surface due to the drifter's
sock, rather than the current velocity at the drifter's depth.

To address these problems a simulation with the Lagrangian parti-
cles located at the surface was conducted (Sim 2). The results obtained
show that the trajectories of the centre of mass at the surface or at 15m
didn't have a significant change, in fact in some cases (Drifters 3 and 5)
both trajectories were in the opposite direction of the drifters'. A final
simulation (Sim 3) was conducted combining the surface scenario
with 3% of the wind velocity affecting the particles. Although the results
for the s index (Table 2) didn't show substantial improvements from the
surface scenario (only Drifter 5 presenting a lower s index value) the
wind correction seem to affect the trajectories of the particles in the
model, which now follow the observed ones. The wind correction also
induced an overestimation of the velocities affecting the particles,
which also explain the s values obtained, as detailed further on.

Although the multi-mesh approach implemented in MOHID La-
grangian model allow the use of the best hydrodynamic available to
force the particles, the relative performance of both levels of SOMA in
reproducing drifters' trajectory was accessed by re-run Drifter 4 (the
only drifterwith a trajectory falling completely in Level 2) Sim 1 scenar-
io using only Level 1 hydrodynamics. The distance model-buoy after
24 h was 8 km and the s index found for the entire simulation was
0.64. These results differ for the ones found for Level 2 which are, re-
spectively, 5 km and 0.45, showing the improvements in considering
the high-resolution Level 2 in SOMA.

3.2. Backtracking CleanSeaNet detection

During oil pollution accidents, backtracking methods allow to simu-
late a spill back in time from its detection to a potential origin point. This
feature is useful to detect likely illegal discharges and potential pol-
luters. With the objective of backtracking a CleanSeaNet detection in
the study area, MOHID model was run in backtracking mode
(Fernandes et al., 2013). Using scenario Sim 2, the one presenting
lower s index values when averaging all drifters (Table 2). To validate
and quantify the trajectory errors associated to the backtracking meth-
od 48 h backtracking simulationswhere conducted for the five satellite-
tracked drifters. Again, oil-weathering processes were not considered.
The temporal evolution of di was computed for the entire backtracking
simulations in three hours intervals. This time interval was used to
normalize the drifters sampling frequency. Subsequently, the divalues
obtained were averaged over the total number of buoys following the
procedure described in Abascal et al. (2012):

dm tð Þ ¼ 1
Nb

∑
Nb

i¼1
d tð Þi ð7Þ

where dm is the averaged separation distance, t is the time and Nb is the
number of buoys. Fig. 9 illustrates the evolution of dm for the
backtracking simulation timespan.

This methodology concurs with the proposed by Price et al. (2006)
and later byAbascal et al. (2009), who found the separation distance be-
tweenmodel and satellite-tracked drifter trajectories during short time
scales, a useful way of assessing applications related to oil spill



Fig. 9. Evolution of dm for the backtracking simulation timespan. The mean and standard deviation values are presented with black dots and grey area, respectively.
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trajectories. From Fig. 9 it is possible to perceive the increasing uncer-
tainty in the backtracking results along the 48 h simulation timespan.
In practical terms, the results show that in the event of a spill detection,
if we backtrack the spill evolution 48 h, the estimated area of search to
find the spill would have a radius of approximately 26.4±19.8 km from
the position given by the backtrack simulation. This value decreases to
15 ± 11.3 km if a 24 h backtrack is used and to 6.7 ± 4.3 km for a
12 h backtrack.

Following the validation procedure, SOMA was used in hindcast
mode to backtrack a CleanSeaNet detection in the study area (approxi-
mately 65 km southeast Sagres on the 20th of September 2012) during
48h. As previouslymentioned, the CleanSeaNet provide thedetection of
possible oil spills, in situ verification is always required. For the
CleanSeanNet detection considered, which presented a medium confi-
dence level, there was no in situ confirmation of an oil spill by the Por-
tuguese authorities. Nevertheless, due to scientific nature of this study
the detectionwas considered suitable to validate themethods described
further.
Fig. 10. Backtracking results (grey dots) for a CleanSeaNet detection (grey polygon) in the so
positions, increasing for a 12 (black), 24 (green), 36 (blue) and 48 (magenta) hour periods i
detection, while lines represent ships trajectories from AIS colour coded, by type of ship, as fol
To identify possible sources for this potential pollution event, model
backtracked trajectories where combinedwith Automatic Identification
System (AIS) positions of the ships nearby. The Centre of Marine Sci-
ences (CCMAR) supplied the AIS data. To include the errors obtained
in the backtrack validation a simple linear regression was computed
for the dmresults (Fig. 9). From this regression dm values for 12, 24, 36
and 48 h where found and used as search radius to find ships positions
and their correspondent identification number (MMSI) from the AIS da-
tabase. The MMSI identified where then matched against freely avail-
able web AIS service providers, and information on the type of ship
was used to classify the detections in six groups (oil tankers, general
cargo, fishing, passengers, sailing, unknown). From the identified
groups, only oil tankers and general cargo boats are presented due to
the size of the potential spill observed. Fig. 10 summarizes the results
obtained. From a total of 6 detections only 4 where considered, being
one tanker (red trajectory) and three general cargo ships (brown trajec-
tories). The filled dots symbolize the ship location upon detection, with
its trajectory from the AIS being represented with a line.
uthern Portuguese coast. The circles correspond to the search area used to filter the AIS
n accordance with Fig. 9. Filled dots represent the ship position in the time frame of the
lows: tankers (red), general cargo (brown).
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4. Discussion

4.1. Hydrodynamic model validation

Based on the results obtained, in the overall, SOMA hydrodynamic
component was considered validated. This is strengthened by the ex-
tensive validation procedure, with both a good spatial and temporal
coverage (covering conveniently both model grids) while spread
along a multiplicity of sensors. Although MSS values found are in
general close to 1 (perfect agreement), differences between model
and observationswere found andwill be discussed further. These differ-
ences can be due to a multiplicity of factors, as pointed out by Price and
Bush (2004), including numerical errors (e.g. forcing fields, model
implementations and boundary conditions methods) and observation
errors (e.g. satellite-tracked drifters may contain location errors due to
their long period at the sea).

Remote sensing observations provide a good tool to validate regional
and coastal models, especially in regions characterized by strong tem-
perature gradients like the study area. In terms of SST, the southwest
and south coast are two well-distinguished areas (Peliz et al., 2009;
Relvas et al., 2007). This is clear from satellite images but also from in
situ observations. Looking at the results obtained, differences in SST
exist between satellite images andmodel results, nonetheless, in gener-
al the model represents to a good extend the countercurrent event.
When looking at evolution of the event in the satellite images a lag in
the model ability to reproduce the countercurrent event is noticeable
and illustrated in Fig. 3. When compared with the satellite images, in
the first day, both SOMA Levels present a high RMSD error and lower
R since there was no relaxation of the upwelling in the model and the
countercurrent event was still not developed. As the intensification of
the upwelling occurs in the SST observations near Sines, the agreement
between Level 1 and observations increases when compared with Level
2. While SOMA Level 1 grid limits allow to cover this upwelling region,
the geographic limits of its high-resolution Level 2 don't extend so far
north and westwards. From 01/09 onwards, SOMA starts to develop
the countercurrent event (with the associated relaxation of the upwell-
ing in the west coast) noticeable in Fig. 3 by the increasing of R in Level
2. The countercurrent event also develops in Level 1, but the differences
between model and observations, predominantly in the upwelling re-
gion near Sines outside Level 2 grid limits, lower the comparison. Two
main reasons may explain this lag: 1) errors both atmospheric and hy-
drodynamic forcing fields; 2) SOMA vertical resolution and mixing pa-
rametrizations, which influence the ocean upper layer response time
to the wind forcing in the model. While SOMA vertical resolution and
mixing parametrizations, accessed during the validation with vertical
profiles with good results, performs adequately, to minimize errors in
the forcing conditions, the inclusion in SOMA of new forcing providers,
already including recent advances in data assimilation and improved
resolutions, is being considered.

Time series observations provide a good insight on themodel ability
to correctly reproduce the evolution of properties in time. From the re-
sults obtained from Table 1, this was done accurately for all properties
considered, with temperature at Sines (station MS 1) buoy and salinity
at Cadiz buoy (station MS 5) being the ones with lower MSS (0.63 and
0.31 respectively). Sines is located in a region of high variability regard-
ing SST due to the seasonal upwelling events occurring at the west
coast. Especially in the month of October where in general these meso-
scale features are more intense, stronger bias may occur if the model
doesn't completely reproduce these features. Regarding salinity results
measured at station MS 5, although SOMA is underestimating the ob-
served salinity during the validation period, when looking at the time
evolution betweenmodel and observations (Fig. 4) they seem to follow
a similar pattern, particularly until day 22 when the abrupt decrease in
salinitywas captured by themodel. To understand this underestimation
in salinity, and due to the location of station MS 5 being close to Level 1
boundary, SOMA forcing conditions provided by PCOMS were
compared against station MS 5 salinity time series. Results obtained
(MSS = 0.32 and RMSD = 0.20) show how boundary conditions may
explain the error found. Time series for stationMS 5were also extracted
from two operational systems in place for the study region (IBI-MFC and
Mercator) to have an estimation of the relative magnitude of the error
considered in SOMA. MSS values of 0.45 and 0.40 were found respec-
tively for IBI-MFC and Mercator supporting the fact that salinity, unlike
temperature, is still not very well resolved in global/regional models,
mostly due to the availability of remote sensing data for assimilation.
Although errors in salinity might be important near the boundary,
inside the SOMA domain results from the different vertical profiles
accessed during the validation show a good agreement between
model and observations for both temperature and salinity.

SOMA current velocities validated at the surface (HF Radar), in depth
(ADCP) and as a time series (Cadiz Buoy) with overall results showing
good reproductions of the observed velocities. This is especially true
when looking at the validation results obtained for the time series at
Cadiz Buoy (Table 1), withMSS varying from 0.98 for the current veloc-
ity and 0.91 for the current direction (Fig. 4). Also, HF Radar results
(Fig. 7) show that the model succeeds in reproducing the current field
observed, and inclusively there is an improvement on the surface veloc-
ity with the increase in resolution from Level 1 to Level 2.While further
validation is still required, usingmore available HFRadar data to capture
the region variability, the results presented highlight the advantages of
the downscalling methodology in coastal areas where the bathymetry
gradients are important shaping mechanism of the current field. In
depth, SOMA current velocity and direction was also validated to a
good standard when compared with ADCP transect at both 35 m and
105 m depth.

4.2. Lagrangian model validation and CleanSeaNet backtracking results

To validate SOMA Lagrangian component, trajectories from satellite-
tracked drifters with different timespans (2011 till 2013) were used to
validate model results. Although not equivalent to a real oil spill, it is
an available method to validate the simulated trajectories and estimate
model errors that should integrate future forecasts for oil trajectories.
The results achieved (depicted in Table 2) presented high s index values,
fostering the need to perform two additional simulations, considering
distinct scenarios, in order to understand and explain the differences
obtained. The results are not fully conclusive, some drifters present
lower s index values at 15 m depth (Drifter 4), some at the surface
(Drifter 2), and some at the surface with 3% of the wind speed added
(Drifter 5). Some drifters still, reflectminor changes in the three scenar-
ios simulated (Drifter 1 and 3). As previously mentioned, inside the
model domain, the circulation at the surface is mainly wind driven, par-
ticularly in the study area, known by its high mesoscale variability
(Haynes et al., 1993; Peliz et al., 2002, 2005; Serra and Ambar, 2002;
Torres et al., 2003; Relvas and Barton, 2005). This mesoscale variability
was recognized as difficult to capture by the atmospheric model, possi-
bly justifying the differences between drifters' trajectories and model
results. Also, as mentioned above, testing redundant sources for hydro-
dynamic and atmospheric forcing is being considered,which can lead to
improved validation results.

As suggested by Janeiro et al. (2014), the inclusion of Stokes drift
may improve the results. To understand the impact of not considering
the Stokes drift in the present study, wave hindcasts from an operation-
alWW3model for the North Atlantic with a 25 km resolution presently
run at Hidromod were used. Sim 2 scenario (particles imposed at the
surface) for Drifter 4 was re-run using the Stokes Drift formulation de-
scribed in Fernandes et al. (2013). After 24 h the distance model-buoy
obtained in the simulation considering the Stokes drift was 13 km
with the s index being 0.82. This contrasts with the values 8 km and
0.69 previously found not considering this velocity component.
Although in this case considering the Stokes drift seems to weaken the
comparison with the drifter trajectory, the results show that it affects
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significantly the Lagrangian particles and shouldn't be disregarded. A
high resolution localwavemodel implementation is also a development
being prepared and soon implemented in the operational system, with
the potential of improving the results obtained.

Due to lack of availability data, SOMA Oil Module was not validated
and we can't retrieve any conclusions regarding the evolution of oil-
weathering processes, as nonewas considered in thiswork. Nonetheless,
themethods implemented inMOHIDOilModule has been used in previ-
ous studies (e.g. Fernandes, 2001; Janeiro et al., 2008; Fernandes et al.,
2013) with good results being achieved. Also, its successful application
has been also on going in the scope of several European Framework
Projects (e.g. ARCOPOL; ARGOMARINE). Still, site specific validation is
required, especially for oil dispersion, and it is an activity planned.

The integration of remote oil spill detection techniques, backtracking
methods and AIS data is of paramount importance in regions with high
shipping traffic, hence higher probability of illegal discharges, such is
the case of the study area. A robust methodology was applied using
SOMA in hindcastmode to backtrack a CleanSeaNet detection southeast
of Sagres. From results obtained, six ships had trajectories inside the
search areas defined, but only four of them matched the selection
criteria considered. A tanker trajectory was detected in the 12 h search
radius, while three general cargo ships were detected in the 24, 36 and
48 h. The tanker detection occurred at the first search radius considered
with radius and error quantified as 6.7 ± 4.8 km, respectively. The fol-
lowing detections had search radius and errors ranging from 15 ±
11.3 km (24 h) to 26.4 ± 19.8 (48 h). The quantified errors in the
backtracking simulations reflect not only the errors from the numerical
methods applied, but also include the uncertainty associated to theme-
soscale variability of the region, captured in the different drifter trajec-
tories used during the validation. This fact can explain the magnitude
of the errors found when comparing them with the work of Abascal et
al. (2012) where the authors, using HF Radar current fields in the back-
track simulations combined with dedicated drifter experiments in the
day of the backtracking experiments, obtained errors of 1.0 ± 0.85 km
after approximately 12 h backtrack, contrasting with the 6.7 ± 4.8 km
obtained in this study. The work of Dominicis et al. (2013a), more com-
parablewith the present study,where operational systems of increasing
grid resolutionswere used to validate theMEDSLIK oilmodel, presented
errors more similar to the ones found with SOMA (4 km after 12 h and
approximately 10 km after 24 h) when using the high resolution
(2.2 km) hydrodynamic results from the Adriatic Forecasting System.

Although the differences presented are significant, especially when
these values are translated in a radius for search area, the backtrack
validation in this study is considered more realistic and comprehensive
of the different oceanographic variability that characterize the South
Iberian, making it suitable for oil pollution backtracking studies. The
methodology applied also lead to the development of a time and
space filter to select possible candidates to the pollution event based
on AIS information. This tool was efficiently applied and tested with
the detection of six boats, among them one tanker on the first search ra-
dius considered, which presented the higher confidence. While this is
only a test of concept, the integration of these technologies allows
heightening the monitoring and consequent protection of coastal envi-
ronments, in a twofold: by assisting in identifying the source of the spill
and discouraging illegal oil pollution.

5. Conclusions

SOMA was considered a validated operational system with the
ability to forecast oil spill trajectories in the SW Iberian coast. Mesoscale
features present in the region, observed and described by several
authors, were clearly identified by observing the remote sensing SST
data, with SOMA being able to reproduce these features to a good
extend. Validation results pointed out for the model dependence on
forcing conditions, where hydrodynamic and atmospheric forcing's are
understood to have a regional importance due to the characteristic
mesoscale activity of the region in study. Arises the need to test new op-
erational forcing conditions with improved resolutions and upgraded
data assimilation systems tominimize errors found in SOMA. The Stokes
drift, not included in SOMA, was accessed and shown that it affects
significantly the Lagrangian particles. SOMA wave component is under
development and soon will be implemented and validated. Also, to in-
clude and validate oil weathering processes, especially oil dispersion,
is a short-term activity to further access the suitability of the model to
simulate these pollution events. Finally, the results obtained from the
backtracking simulations were encouraging. A robust methodology
was applied to derive possible pollution candidates from AIS positions,
while incorporating model trajectory errors calculated during the vali-
dation procedure, thus minimizing the uncertainty due to the region
oceanic and atmospheric variability. This is understood as paramount
to provide useful information for the decision-making process related
to oil pollution in the region.
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